Beamforming in Two-Way Fixed Gain Amplify-and-Forward Relay Systems with CCI
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Abstract—We analyze the outage performance of a two-way fixed gain amplify-and-forward (AF) relay system with beamforming, arbitrary antenna correlation, and co-channel interference (CCI). Assuming CCI at the relay, we derive the exact individual user outage probability in closed-form. Additionally, while neglecting CCI, we also investigate the system outage probability of the considered network, which is declared if any of the two users is in transmission outage. Our results indicate that in this system, the position of the relay plays an important role in determining the user as well as the system outage probability via such parameters as signal-to-noise imbalance, antenna configuration, spatial correlation, and CCI power. To render further insights into the effect of antenna correlation and CCI on the diversity and array gains, an asymptotic expression which tightly converges to exact results is also derived.

I. INTRODUCTION

The commonly assumed one-way relaying protocol in the literature is limited in system throughput since two time slots are required per single transmission. The loss of system throughput can be recovered by exploiting the concept of two-way relay transmission [1]. Consequently, two-way relaying has attracted a lot of interest, e.g., [2]–[4].

In addition, multiple antenna deployment in fixed gain amplify-and-forward (AF) relay systems can bring further gains at a low practical implementation complexity. In particular, hop-by-hop beamforming is a good technique to realize the benefits of deploying multiple antennas [5]. However, due to space limitation in transmitters and receivers, antenna correlation can degrade the system performance. For one-way beamforming transmission, by considering antenna correlation at the transceiver, the performance of a dual-hop fixed gain AF relay network over Rayleigh fading channels has been investigated in [5], [6].

Besides antenna correlation, co-channel interference (CCI) presenting in cellular systems is another significant impairment that can degrade the system performance. Therefore, a substantial number of research works [7]–[10] have been carried out to investigate the effect of CCI on the performance of fixed gain AF relaying. The outage probability of a fixed gain relay system with CCI at the destination has been reported in [7]. In [8], the effect of multiple Rayleigh interferers at the relay has been quantified. In [9] and [10], the combined effect of CCI at both the relay and destination on the outage probability has been investigated. However, the systems considered in [9], [10] are limited to single antenna model.

In this paper, we consider a two-way relay system in which the source terminals are deployed with multiple antennas. Communication between the two users is facilitated using a single fixed gain AF relay. Furthermore, due to the use of multiple antennas, we consider beamforming and maximal ratio combining for coherent detection. To the best of the authors’ knowledge, the effect of CCI on the performance of single or multiple antenna two-way AF relay systems has not been addressed.

In particular, we derive a closed-form expression for the outage probability by considering antenna correlation at user terminals and CCI at the relay. In order to gain further insights, we also develop high SNR outage probability expressions. The asymptotic expression reveals that in a fixed and relatively low interference environment, antenna correlation of a full rank correlation matrix has no impact on the diversity gain, which is equal to the minimum number of antennas equipped at the two sources. In order to comprehensively evaluate the performance of two-way communication further, we analyze the system outage probability, where an outage event is declared when any of the two sources is in outage. Thus it is a measure of the overall Quality-of-Service (QoS) that the system can offer for two-way communication. We note that the system outage has not been widely understood even for single antenna two-way relay systems with no CCI effect. The obtained result highlights the significant role of relay placement on the outage performance.

Notation: The superscripts $T$ and $\dagger$ stand for the transpose and transpose conjugate. $\|y\|_F$ denotes Frobenius norm of the vector $y$. $E_X \{ \cdot \}$ is the expectation operator w.r.t. the random variable (RV), $X$. $\Gamma (n)$ is the gamma function [11, Eq. (8.310.1)], $\Gamma (\alpha, x)$ is the incomplete gamma function [11, Eq. (8.350.2)], $\psi (x)$ is Euler psi function [11, Eq. (8.360.1)], $\mathcal{E}_n (x) = \int_0^\infty e^{-xt}/t^n dt$ is the generalized exponential integral function, and $K_n (.)$ is the $n$th-order modified Bessel function of the second kind [11, Eq. (8.432.6)].

II. SYSTEM AND CHANNEL MODEL

Consider a dual-hop two-way AF relay network where two sources $S_1$ and $S_2$ equipped with $N_1$ and $N_2$ antennas, respectively, communicate using a single antenna AF relay, $R$. The antenna arrays at $S_1$ and $S_2$ experience spatial antenna correlation, which can be characterized by two spatial correlation matrices $\Xi_1$ and $\Xi_2$, respectively. The communication
beamforming can be performed by multiplying $R$ periodically using a low rate feedback channel. Given the channel vector from $S_n$ to $R$, corrupted by $z_R$, the interfering signal and channel coefficient from the $\ell$-th interferer to $R$, the amplifying gain $G$ can be used to define the received signal $y_{\ell}$. The SINR at $S_n$ can be rewritten as

$$\gamma_{S_n} = \frac{\gamma_{1} \gamma_{2}}{\gamma_{n}(\gamma_{3} + 1) + C},$$

where $C$ is a constant given by $C = P_s/(N_0 G^2)$, which will be derived in the sequel.

It is important to obtain the statistical characteristics of RV $\gamma_n$, for $n \in \{1, 2\}$, given in (7). Without loss of generality, assume that the correlation matrix $\Xi_n$ has $Q_n$ distinct non-zero eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_{Q_n}$ with multiplicities $\alpha_{n_1}, \alpha_{n_2}, \ldots, \alpha_{n_{Q_n}}$, respectively.

When the channels are independent, i.e., $\Xi_n$ is identity matrix, we have $\theta_{nij} = 1$ for $i = 1, j = 1, 2, \ldots, N_n$ and $\theta_{nij} = 0$ for $i = 1, j = 1, 2, \ldots, N_n - 1$. When the correlation matrix follows an exponential model, i.e., all the eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_{Q_n}$ are distinct, we have $\theta_{nij} = \lambda_{n_i}^{-1}/(\sum_{j=1}^{N_n} \lambda_{n_j} - \chi_{n_i})$.

Since $\gamma$ is the sum of $L_1$ exponentially distributed RVs, its PDF is easily given by $f_{\gamma}(\gamma) = \sum_{i=1}^{L_1} e^{-\lambda_i \gamma} \gamma^{\lambda_i - 1}$, where $\beta_t = \gamma_t^{-1} \prod_{k=1, k \neq t}^{L_1} (1 - \gamma_t / \gamma_k)^{-1}$. Using the above correlation model, constant $C$ is obtained as

$$C = \frac{Q_n}{\sum_{i=1}^{L_1} \lambda_i^{-1}} \prod_{k=1, k \neq t}^{L_1} (\lambda_{n_k} - \chi_{n_i}).$$

### III. Outage Probability Analysis

The outage event occurs when the instantaneous SINR falls below a predefined threshold. In this work, we consider the outage probability in two cases: i) the user outage probability at $S_1$ or $S_2$ and ii) system outage probability declared when the minimum SINR between $S_1$ and $S_2$ is below a threshold.
A. User Outage Probability

In this particular case, the outage probability is defined as the probability that $S_1$ or $S_2$ is in outage, i.e., $P_{out} = \Pr(\gamma_{S_a} < \gamma_{th}) = F_{\gamma_{S_a}}(P_{out})$.

1) Exact Outage Probability: Consider the outage probability for $S_2$. The exact CDF of $\gamma_{S_2}$ is given by (see Appendix A for proof)

$$P_{out} = 1 - 2 \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \sum_{l=0}^{k} \binom{k}{l} \frac{\gamma_{th}^l C_{k-l}}{\gamma_{1i}^l C_{k-l}} \times e^{-\gamma_{l}/(\gamma_{1i}^l)} \sum_{s=1}^{i} \sum_{r=1}^{q_{s}} \frac{\gamma_{l}^r}{\gamma_{1i}^s} \sum_{t=1}^{\ell} \frac{\gamma_{th}^t}{\gamma_{1i}^r} \sum_{s=1}^{L} \frac{l!}{(l-s)!} \prod_{t=1}^{\ell} \beta_t \left( \frac{\gamma_{th}^t}{\gamma_{1i}^r} \right)^{-s-1}.$$  \hspace{1cm} (11)

When a particular channel correlation model is adopted, we can further simplify (12). For e.g., in the case of exponential correlation, (11) reduces to

$$P_{out} = 1 - 2 \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \sum_{l=0}^{k} \binom{k}{l} \frac{\gamma_{th}^l C_{k-l}}{\gamma_{1i}^l C_{k-l}} \times \mathcal{K}_1 \left( \frac{\gamma_{th}^l}{\gamma_{1i}^l} \right)^{N_2+l-i}.$$  \hspace{1cm} (12)

For the case of independent fading, (11) simplifies to

$$P_{out} = 1 - 2 \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \sum_{l=0}^{k} \binom{k}{l} \frac{\gamma_{th}^l C_{k-l}}{\gamma_{1i}^l C_{k-l}} \times \mathcal{K}_{N_2+l-i} \left( \frac{\gamma_{th}^l}{\gamma_{1i}^l} \right)^{N_2+l-i}.$$  \hspace{1cm} (13)

2) Outage Probability at High SNR: To provide additional insights into the behavior of the outage probability and to investigate the diversity order and the array gain of the system, we now present an asymptotic result. In the high signal-to-noise ratio (SNR) regime, i.e., $\bar{\gamma} \to \infty$, we can express $C \approx C(\bar{\gamma})$, where $C$ is a constant, which results in (see Appendix B for proof)

$$P_{out}^\infty = \begin{cases} 
\frac{c(N_1)}{\gamma_{th}}^N_1 & \text{if } N_1 < N_2 \\
\frac{c(N_2)}{\gamma_{th}}^N_2 & \text{if } N_1 = N_2 = N_3 \\
\frac{c(N_3)}{\gamma_{th}}^N_3 & \text{if } N_1 > N_2 \end{cases}.$$  \hspace{1cm} (14)

where constant $c(\theta)$, for $\theta = \min(N_1, N_2)$, is written as

$$c(\theta) = \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \frac{\gamma_{th}^l}{\gamma_{1i}^l} \binom{k}{l} \sum_{t=1}^{\ell} \frac{l!}{(l-s)!} \prod_{t=1}^{\ell} \beta_t \left( \frac{\gamma_{th}^t}{\gamma_{1i}^r} \right)^{-s-1} \Phi(l, t, k).$$  \hspace{1cm} (15)

Recall that $\bar{\gamma} = \mathcal{P}_s/N_0$ and $\bar{\gamma}_{lk} = \mathcal{P}_l/N_0$. In (14), we have assumed that the interference-to-noise ratio (INR), $\bar{\gamma}_{lk}$, is low and fixed ($\bar{\gamma}_{lk}$ does not vary when the SNR is increased). On the other hand, when a symmetric network is assumed, such that the interfering terminals transmit with the same power characteristics as the useful terminals, (implying that the INR tends to infinity when the SNR tends to infinity) e.g., [8], [12], the diversity order becomes zero regardless of the use of multiple antennas at $S_1$ and $S_2$. Result $\Phi(l, t, k)$ in (15) is defined according to the relationship of the running indices $l$, $t$, and $k$ as follows:

- If $l + t + k > 0$, we have

$$\Phi(l, t, k) = \sum_{w=0}^{\min(l+t+k-1, \theta-k)} \frac{(-1)^{l-t-k+1}(l+t-k-w-1)!}{w!(\theta-k-w)!} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{k-l+w} \frac{\theta}{\gamma_{1i}^l}^{l-t+w} \frac{1}{\gamma_{1i}^l}^{l+t-w} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) - \psi(l+t+k+w+1).$$  \hspace{1cm} (16)

- If $l + t + k = 0$, we have

$$\Phi(l, t, k) = \sum_{w=0}^{\min(l+t+k-1, \theta-k-l)} \frac{(-1)^{l-t-k+1}(l-t-k-w-1)!}{w!(\theta-t-k-w)!} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{k-l+w} \frac{\theta}{\gamma_{1i}^l}^{l-t+w} \frac{1}{\gamma_{1i}^l}^{l+t-w} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) - \psi(k-l+w+1).$$  \hspace{1cm} (17)

- If $l + t + k < 0$, we have

$$\Phi(l, t, k) = \sum_{w=0}^{\min(l+t+k-1, \theta-k-l)} \frac{(-1)^{l-t-k+1}(l+t-k-w-1)!}{w!(\theta-t-k-w)!} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{k-l+w} \frac{\theta}{\gamma_{1i}^l}^{l-t+w} \frac{1}{\gamma_{1i}^l}^{l+t-w} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) - \psi(k-l+t+w+1).$$  \hspace{1cm} (18)

For an exponential correlation model, $c(\theta)$ given in (15) simplifies to

$$c(\theta) = \sum_{w=0}^{\min(l+t+k-1, \theta-t) \ell} \frac{(-1)^{l-t-k+1}(l-t-k-w-1)!}{w!(\theta-t-k-w)!} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{k-l+w} \frac{\theta}{\gamma_{1i}^l}^{l-t+w} \frac{1}{\gamma_{1i}^l}^{l+t-w} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{-w} \psi(w+1) - \psi(k-l-t+w+1).$$  \hspace{1cm} (19)

where

$$\Phi_1 = \sum_{w=0}^{\theta-1} \frac{(-1)^{w+1}}{w!(\theta-w-1)!} \times \left[ \frac{\theta}{\gamma_{1i}^l} \right]^{w+1} \frac{(-1)^{w+1}}{w!(\theta-w-1)!}.$$

From (14), it can be observed that when the channel correlation matrices are of full-rank, the diversity order is equal to the minimum of antennas at $S_1$ and $S_2$, i.e., $\min(N_1, N_2)$, which is the maximum achievable diversity gain, and that correlation does not affect the diversity order.
B. System Outage Probability Analysis

The two-way relaying concept considers information exchange between $S_1$ and $S_2$. Therefore, in some applications, successful transmission is declared only when both $S_1$ and $S_2$ are in operation. In other words, the considered system is suspended if any of $S_1$ and $S_2$ is in outage [4]. We define the system outage probability as

$$ P_{out} = \Pr (\min(\gamma_{S_1}, \gamma_{S_2}) < \gamma_{th}). \quad (21) $$

Since the two RVs $\gamma_{S_1}$ and $\gamma_{S_2}$ are dependent, in this case the mathematical derivation is much involved. Therefore, for the mathematical tractability, we omit the effect of CCI. The instantaneous SINRs given in (7) are now rewritten as $\gamma_{S_1} = \frac{\gamma_1 \gamma_{th}}{\gamma_1 + \epsilon}$ for $S_1$ and $\gamma_{S_2} = \frac{\gamma_2 \gamma_{th}}{\gamma_2 + \epsilon}$ for $S_2$, which leads to

$$ P_{out} = \Pr (\min(\gamma_{S_1}, \gamma_{S_2}) < \gamma_{th}) $$

$$ = \frac{\Pr (\gamma_{S_1} < \gamma_{th}, \gamma_{S_2} < \gamma_{S_1}) + \Pr (\gamma_{S_2} < \gamma_{th}, \gamma_{S_1} < \gamma_{S_2})}{I_1} \quad (22) $$

Because of the symmetry between $I_1$ and $I_2$ in (22), we concentrate on $I_1$. Since the condition $\gamma_{S_1} < \gamma_{S_2}$ is equivalent to $\gamma_1 > \gamma_2$, we obtain

$$ I_1 = \int_{0}^{\gamma_{th}} \frac{f_{\gamma_{S_1}}(\gamma_{S_1})}{\gamma_{th}} \int_{0}^{\gamma_{S_1} + \frac{\gamma_{th}C}{\gamma_{th} + \epsilon}} f_{\gamma_{S_2}}(\gamma_{S_2}) d\gamma_{S_2} d\gamma_{S_1} $$

$$ + \int_{0}^{\gamma_{th}} \frac{f_{\gamma_{S_1}}(\gamma_{S_1})}{\gamma_{th}} \int_{0}^{\gamma_{S_1}} f_{\gamma_{S_2}}(\gamma_{S_2}) d\gamma_{S_2} d\gamma_{S_1}, \quad (23) $$

where $\epsilon = \frac{1}{2} (\gamma_{th} + \sqrt{\gamma_{th}^2 + 4\gamma_{th}C})$ is the positive root of the quadratic equation $\gamma_{th}^2 - \gamma_{th} \gamma_{S_1} - \gamma_2 C = 0$. The exact expression for $I_1$ is given by (see Appendix C for detailed proof)

$$ I_1 = 1 - \sum_{i=1}^{Q_1} \sum_{j=1}^{Q_2} \frac{\theta_{ij}}{\Gamma(j)(\gamma_{th})} \sum_{r=1}^{Q_1} \sum_{l=1}^{Q_2} \frac{\theta_{rl}}{k!} \left( \frac{\gamma_{th}}{\gamma_{th} + \epsilon} \right)^k $$

$$ \times \left\{ e^{-\gamma_{th}/(\gamma_{th} + \epsilon)} \sum_{i=0}^{k} \frac{k!}{i!} \left( -\gamma_{th}C \right)^i \frac{1}{\epsilon} \right\} \left[ \Gamma(j+k) - \Gamma\left(j + k, \frac{1}{\gamma_{th}} + \frac{1}{\gamma_{th} + \epsilon}\right) \right]. \quad (24) $$

Similarly, $I_2$ is given by

$$ I_2 = 1 - \sum_{i=1}^{Q_1} \sum_{j=1}^{Q_2} \frac{\theta_{ij}}{\Gamma(j)(\gamma_{th})} \sum_{r=1}^{Q_1} \sum_{l=1}^{Q_2} \frac{\theta_{rl}}{k!} \left( \frac{\gamma_{th}}{\gamma_{th} + \epsilon} \right)^k $$

$$ \times \left\{ e^{-\gamma_{th}/(\gamma_{th} + \epsilon)} \sum_{i=0}^{k} \frac{k!}{i!} \left( -\gamma_{th}C \right)^i \frac{1}{\epsilon} \right\} \left[ \Gamma(j+k) - \Gamma\left(j + k, \frac{1}{\gamma_{th}} + \frac{1}{\gamma_{th} + \epsilon}\right) \right]. \quad (25) $$

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, we provide numerical results to validate the above analysis. Here we apply an exponential-decay model for the path loss. Specifically, assume that the distance between $S_1$ and $S_2$ is equal to $d$, we have the corresponding channel mean power $\Omega_0 \sim d^{-\mu}$. Then, $\Omega_1 = \kappa^{-\mu} \Omega_0$ and $\Omega_2 = (1 - \kappa)^{-\mu} \Omega_0$, where $\kappa$ stands for the fraction of the distance from $S_1$ to $R$ over the distance from $S_1$ to $S_2$. For example, when the relay is located in the middle between $S_1$ and $S_2$, we have $\kappa = 0.5$. Moreover, an exponential correlation model is used where the correlation coefficient between the $i$-th and $j$-th antennas of $S_n$ is given by $\rho_{n,i,j} = \rho^{(|i-j|)}$ with
coefficient, i.e., curves plotted from (14) converge to the exact curves.

We have investigated the performance of a two-way fixed gain AF relay system with antenna correlation and CCI. In order to analyze the effects of these important practical impairments on the user and system outage probability, we derived the exact closed-form expressions. Moreover, asymptotic results providing further insights into array gain and diversity order were also obtained. We see that multiple antenna deployment is an attractive solution to improve the outage performance when the relay system is affected by low level of CCI. However, if the CCI effect is more severe, the performance significantly deteriorates. As such, multi-antenna interference cancelation schemes could be additionally implemented and considered for future work.

V. Conclusions

We have investigated the performance of a two-way fixed gain AF relay system with antenna correlation and CCI. In order to analyze the effects of these important practical impairments on the user and system outage probability, we derived the exact closed-form expressions. Moreover, asymptotic results providing further insights into array gain and diversity order were also obtained. We see that multiple antenna deployment is an attractive solution to improve the outage performance when the relay system is affected by low level of CCI. However, if the CCI effect is more severe, the performance significantly deteriorates. As such, multi-antenna interference cancelation schemes could be additionally implemented and considered for future work.
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Depending on the relationship of the running indices $l$, $t$, and $k$, $\nu = l + t - k$ can be positive, negative, or zero. When $\nu > 0$ we utilize (28). When $\nu < 0$, we first apply $K_\nu(\cdot) = K_{-\nu}(\cdot)$ and then (28). For zero value, i.e., $l + t - k = 0$, the following expansion is valid

$$
K_0(z) = -\ln z + 2\sum_{w=0}^{\infty} \frac{(z^2/2w)}{((w+1)(w+2))} \psi(w+1).
$$

(29)

Then by substituting the partial coefficients $\vartheta_{nij}$, for the terms $\gamma_n^{\alpha}$, the sum of these terms becomes zero when $n < \theta$. Therefore, the lowest order of the exponent $n$ is equal to $\theta$.

**APPENDIX C**

We first consider $\mathcal{J}_1$ given in (23) as

$$
\mathcal{J}_1 = \int_{t}^{\infty} f_{\gamma_1}(\gamma_1) F_{\gamma_2} \left( \gamma_{\text{th}} + \frac{\gamma_n C}{\gamma_1} \right) d\gamma_1.
$$

(30)

Now, by substituting (8), (9) into (30), and performing some manipulations yields

$$
\mathcal{J}_1 = 1 - F_{\gamma_1}(\epsilon) - \sum_{i=1}^{\epsilon} \sum_{j=1}^{\alpha} \sum_{k=1}^{Q_1} \sum_{l=1}^{Q_2} \sum_{r=1}^{\alpha_2} \sum_{s=0}^{t-1} \frac{\vartheta_{1ij} \vartheta_{2rt}}{k!} e^{-\frac{\gamma_n}{\chi_{2r}}} \\
\times \frac{1}{s!} \frac{e^{-\frac{\gamma_{\text{th}}}{\chi_{2r}}}}{\gamma_{\text{th}}^{s+1}} \gamma_{\text{th}}^{s+1} \chi_{2r}^{s+1} d\gamma_{\text{th}} d\gamma_1.
$$

(31)

To the best of our knowledge, the integral in (31) has no closed-form solution. To solve this integral, we first apply binomial theorem [11, Eq. (1.111)] for term $(\gamma_{\text{th}} + \gamma_n C)k$ using Taylor series representation [11, Eq. (1.211.1)] for term $e^{-\frac{\gamma_n}{\chi_{2r}}} d\gamma_{\text{th}}$, which results in

$$
\mathcal{J}_1 = 1 - F_{\gamma_1}(\epsilon) - \sum_{i=1}^{\epsilon} \sum_{j=1}^{\alpha} \sum_{k=1}^{Q_1} \sum_{l=1}^{Q_2} \sum_{r=1}^{\alpha_2} \sum_{s=0}^{t-1} \frac{\vartheta_{1ij} \vartheta_{2rt}}{k!} e^{-\frac{\gamma_n}{\chi_{2r}}} \\
\times \frac{1}{s!} \frac{e^{-\frac{\gamma_{\text{th}}}{\chi_{2r}}}}{\gamma_{\text{th}}^{s+1}} \gamma_{\text{th}}^{s+1} \chi_{2r}^{s+1} d\gamma_{\text{th}} d\gamma_1.
$$

(32)

The integral representation in (32) can be obtained in the form of the generalized exponential integral function $E_i(\cdot)$. Next, we evaluate $\mathcal{J}_2$ given in (23) by rewriting it as

$$
\mathcal{J}_2 = \int_{0}^{\infty} f_{\gamma_1}(\gamma_1) F_{\gamma_2}(\gamma_1) d\gamma_1
$$

$$
= F_{\gamma_2}(\epsilon) - \sum_{i=1}^{\epsilon} \frac{\vartheta_{1ij}}{\Gamma(j)} \sum_{r=1}^{\alpha_2} \sum_{t=0}^{Q_2} \sum_{k=0}^{\alpha_2} \vartheta_{2rt} \frac{1}{k!} \left( \frac{\gamma_n}{\chi_{2r}} \right)^k \\
\times \int_{0}^{\infty} \gamma_1^{j+k-1} e^{-\frac{\gamma_{\text{th}}}{\chi_{2r}}} \gamma_{\text{th}}^{j+k} \chi_{2r}^{j+k} d\gamma_{\text{th}} d\gamma_1.
$$

(33)

The above integral can be solved in the form of the gamma function $\Gamma(j)$ and incomplete gamma function $\Gamma(j,x)$ with the help of [11, Eq. (3.381.8)]. Finally, we sum (32) and (33) and with rearrangement to arrive at (24).